ABSTRACT

Combinatorial Interaction Testing (CIT) is a technique used to discover faults caused by parameter interactions in highly configurable systems. These systems tend to be large and exhaustive testing is generally impractical. Indeed, when the resources are limited, prioritization of test cases is a must. Important test cases are assigned a high priority and should be executed earlier. On the one hand, the prioritization of test cases may reveal faults in early stages of the testing phase. But, on the other hand the generation of minimal test suites that fulfill the demanded coverage criteria is an NP-hard problem. Therefore, search based approaches are required to find the (near) optimal test suites. In this work we present a novel evolutionary algorithm to deal with this problem. The experimental analysis compares five techniques on a set of benchmarks. It reveals that the evolutionary approach is clearly the best in our comparison. The presented algorithm can be integrated into CTE XL professional tool.
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1. INTRODUCTION

Automatic software testing is one of the most studied topics in the field of Search-Based Software Engineering (SBSE) [13, 14]. From the very first work [16, 21] to nowadays, many approaches have been proposed for solving the automatic test data generation problem. This great effort in building computer aided software testing tools is motivated by the cost and importance of the testing phase in the software development cycle.

Frequently, software testers are faced with situations in which there is not enough time for testing, since the software under test must be finished on time for the release date not to be delayed. Hence, software testers have to deal with limited resources, unfinished systems, and not much time to test the software. Although a tester aims at executing as many test cases as possible, often a test case selection has to be done. The prioritization of test cases is a re-ordering of tests to find faults in early stages. But, if the time run-out, this technique also allows the tester to specify the desired level of coverage and failure-detection. The result of the prioritization is then a schedule of test cases so that those with the highest priority, according to some criterion, are executed earlier. Criteria can be error rate, occurrence probabilities or risk values.

Combinatorial Interaction Testing (CIT) is a black box sampling technique to complement traditional testing methods. CIT provides a practical way to detect failures caused by parameter interactions with a good trade-off between cost and efficiency. It samples the large combination space using a smaller test suite to cover certain key parameter value combinations. In recent years, several works [5, 25] have explored the effectiveness of the prioritization with combinatorial interaction coverage. Compared with other criteria, prioritization with interaction coverage was found to provide the fastest rate of fault detection. But, the generation of minimal test suites that fulfill the demanded coverage criteria is an NP-hard problem. Thus, search based approaches are required to find the (near) optimal test suites.

Evolutionary algorithms (EAs) have been the most popular search-based algorithms for generating test cases [20]. In fact, the term evolutionary testing is used to refer to this approach. In the paradigm of white box testing a lot of research has been performed using EAs covering different
aspects of the programs, like the presence of flags in conditions [2], the coverage of loops [8], and the existence of internal states [28]. In black box testing, some relevant topics are the generation of test data from Z specifications [15], and the conformance testing [22]. In this paper, we present a search-based approach for test suite optimization using the classification tree method. To the best of our knowledge it is the very first time that an EA is used to deal with the prioritized combinatorial interaction testing problem. This study aimed to evaluate the performance of meta-heuristic techniques for dealing with this problem. In order to achieve this objective we perform a comparison among five algorithms on a set of benchmarks found in the literature. For most benchmark problems the evolutionary approach will be shown to be the best compared to the other greedy approaches.

The rest of the paper is organized as follows. In the next section we define the combinatorial interaction testing, the classification tree method and the classification tree editor. Then, in Section 3 we introduce the prioritized pairwise test data generation problem. Next, in Section 4 we present five different approaches to solve this problem. Specially, we describe in detail our main contribution, the prioritized genetic solver. After that, Section 5 is devoted to the experimental results. We describe the selected benchmark in Section 5.1 and we analyze the obtained result in Section 5.2. Finally, in Section 6, some conclusions and future work are outlined.

2. COMBINATORIAL INTERACTION TESTING

Combinatorial Interaction Testing [7] is an effective testing approach for detecting failures caused by certain combinations of components or input values. The tester identifies the relevant test aspects and defines the corresponding classes. These classes are also called parameters and their elements are called values. We assume that the parameters are disjoint sets. A test case is a set of n values, one for each parameter.

CIT is used to determine the smallest possible subset of tests that covers all combinations of values specified by a coverage criterion with at least one test case. A coverage criterion is defined by its strength t that determines the degree of parameter interaction and assumes that all parameters are considered.

The most common coverage criterion is 2-wise (or pairwise) testing, that is fulfilled if all possible pairs of values are covered by at least one test case in the result test set. A large number of CIT approaches have been presented in the past. A good overview and classification of approaches can be found in [11, 17], or more recently [23]. A good survey that focuses on CIT with constraints is given in [6]. Nearly all existing works investigate pairwise combination methods, but most of them can be extended to arbitrary t-combinations. The only known approaches supporting prioritized test case generation are the Deterministic Density Algorithm (DDA) [3] and an algorithm based on Binary Decision Diagrams (BDD) [26].

2.1 Classification Tree Method

The Classification Tree Method [12] aims at systematic and traceable test case identification for functional testing over all test levels (for example, component test or system test). It is based on the category partition method [24], which divides a test domain into disjoint classes representing important aspects of the test object. Applying the classification tree method involves two steps; designing the classification tree and defining test cases.

**Design of the classification tree**: The classification tree is based on the functional specification of the test object. For each aspect of interest (called classification), the input domain is divided into disjoint subsets (called classes). In the classification tree method, classifications match parameters and classes match parameter values. Figure 1 shows a classification tree for a database management system. Three aspects of interest (Access Method, Operation, and Privileges) have been identified for the system under test. The classifications are partitioned into classes which represent the partitioning of the concrete input values. In our example the refinement aspect JavaScript is identified for the class Browser and it is divided further into two classes Yes and No. All classes have been assigned values of importance. As the figure shows, Edit is the most probable Operation. Create and Delete are the subsequent values in descending order of importance. The weights of all classes at the same level in one classification sum 1 in the model. The class Browser has an occurrence rate of 0.7 in Access Methods. If the Access Method is a Browser, JavaScript enabled (Yes) has an occurrence rate of 0.9 and No has an occurrence rate of 0.1. Refinements are interpreted as conditional probability in the occurrence model. The resulting occurrence probability for a Browser with JavaScript enabled (Yes) is 0.63 (= 0.7 * 0.9), for No it is 0.07, accordingly.

![Figure 1: Test Object Database Management System](image)

**Definition of test cases**: Having composed the classification tree, test cases can be defined by combining classes from different classifications. Since classifications only contain disjoint values, test cases cannot contain several values of one classification. The length of the test cases could vary if a class is refined into several classifications.

2.2 Classification Tree Editor

The Classification Tree Editor (CTE XL) is a software tool supporting the classification tree method [19]. It incorporates CIT elements. Current versions of the CTE XL support automated test case generation and user-defined dependency rules. Current test case generation offers four different coverage modes:

- Minimal combination creates a test suite that uses every class from each classification at least once in a test case.
- Pairwise combination creates a test suite that uses every class pair from disjunctive classifications at least once in a test case.
• Three wise combination (“triple-wise”) creates a test suite that uses every triple of classes from disjunctive classifications at least once in a test case.
• Complete combination creates a test suite that uses every possible combination of classes from disjunctive classification in a test case.

3. PRIORITIZED PAIRWISE TEST DATA GENERATION

In this section we describe the Prioritized Pairwise Test Data Generation problem. In order to define the problem we first detail how the priorities are assigned to classification tree elements and what is the coverage criterion used.

3.1 Prioritization

Priorities are assigned to the classification tree elements in order to indicate the importance of the element. These priorities are also called weights. The higher the weight, the higher importance of the element. These weights can be used to guide the test case generation in order to cover first the most important values.

There exist different prioritization techniques. Elbaum et al. provide good overviews of existing approaches [9, 10]. The following three models were selected to provide a basis for prioritization:

• Prioritization based on a usage model [27] tries to reflect usage distribution of all classes in terms of usage scenarios. Classes with a high occurrence have higher weights than classes with a low occurrence.
• Prioritization based on an error model [9] aims to reflect distribution of error probabilities of all classes. Classes with a high probability of revealing an error have higher weights than classes with a low probability.
• Prioritization based on a risk model [1] is similar to prioritization based on an error model but also takes error costs into account. Classes with a high risk have higher weights than classes with a low risk.

Once we have assigned weights to each value (class), we need to define weights for the pair of classes. This is done by multiplying the weight of each class involved in the pair. Following the previous example the pair weight for (Yes (Javascript), Create) is 0.63 * 0.3 = 0.189

3.2 Coverage Criteria

We need to define a measure of the quality of a test suite in order to decide which test suite is the best one. In whitebox testing the use of code coverage measures, like branch coverage or sentence coverage, is common. We also use here a coverage measure which is based on the weights of the class pairs covered. The so called weight coverage is defined as:

\[ WC = \frac{\text{sum of weights of covered class pairs}}{\text{sum of weights of all coverable class pairs}} \] (1)

The metric is relative, i.e. considers the fact that classes may not be coverable because of dependencies.

3.3 Problem Formulation

Once we defined the concepts of weight and the coverage criteria, we can define the problem. Let \( T \) denote the set of all the possible test cases and let \( s \in T \) denote a finite sequence of test cases from \( T \) where \( s_i \) is used to refer to the \( i \)-th test case. Given \( m \) values of interest for the weight coverage \( WC_1, WC_2, \ldots, WC_m \), we define the functions \( f_1(s), f_2(s), \ldots, f_m(s) \) in the following way: \( f_i(s) \) is the length of the minimum prefix of \( s \) with weight coverage greater than or equal to \( WC_i \). That is, \( f_i(s) \) gives the number of test cases from the beginning of \( s \) we have to run in order to get weight coverage \( WC_i \). The problem can be formulated as finding the sequence of test cases \( s \) having minimum values for all the \( f_i(s) \) functions.

We can think in these problems as a Multi-objective problem. However, it is not the case the all the objectives have the same importance. Finding a minimum number of test cases for covering the lowest values of the weighted coverage is usually more important than minimizing the number of test cases for the highest values of \( WC \). The reason is that the software tester wants to cover fast the more important class pairs.

4. SOLUTION APPROACHES

In this section we describe five different approaches used to solve the prioritized pairwise test case generation problem. We first introduce in detail our evolutionary approach, a genetic algorithm. To the best of our knowledge this is the first time an evolutionary approach has ever been applied to the target problem. Then, we briefly describe two deterministic algorithms that we have implemented for comparison purposes, the Prioritized Pairwise Combination algorithm (PPC) and the Plain Pairwise Sorting (PPS). We finally present the Deterministic Density Algorithm (DDA) developed in [4] and an algorithm based on Binary Decision Diagrams (BDD) introduced by Lee [18].

4.1 Prioritized Genetic Solver

The Prioritized Genetic Solver (GS) is a novel evolutionary approach that constructs an entire test suite taking into account priorities in the generation. It is a constructive algorithm that adds one new test case to the partial solution in each iteration until all pairwise combinations are covered. In each iteration the algorithm tries to find the test datum that adds more coverage to the partial solution.

We show the main loop of our GA in Algorithm 1. At the beginning the test suite is initialized with an empty list (line 2). In each iteration of the external loop (lines 3-19) the algorithm creates a random population of individuals (line 5). Then, it enters in an inner loop that which applies the traditional steps of a generational evolutionary algorithm (lines 7-17). That is, some individuals (solutions) are selected from the population \( P(t) \), they are recombined, mutated and evaluated and they are finally inserted in the offspring population \( Q \). In line 15 the old and the new populations are used to build the population for the next generation \( P(t + 1) \). The best individuals among \( P(t) \) and \( Q \) are included in \( P(t + 1) \). The internal loop is executed until a maximum number of evaluations is reached. Then, the best individual (test datum) found is included in the test suite (line 18) and the external loop starts again.

In this work we have used a one point crossover with probability 1 of recombining the two selected individuals. This operator is able to put together good solution components that are scattered in the small population used of 4 individuals. Regarding the mutation operator, it iterates over
all the components in the solution vector changing its value by a random one of the same classification with probability 0.05. The maximum number of evaluations used as stopping criterion in the internal loop is 5,000 (line 7) while the stopping condition of the external loop is to achieve full pairwise coverage (line 3).

4.1.1 Objective Function

Our algorithm aims at generating an entire test suite (to cover all pairwise combinations). The algorithm constructs the solution by generating the best test datum at a time until all pairwise combinations are covered. The best test datum is the one that most reduce the weighted value of the set of remaining pairs to cover.

The computation of the fitness value for each solution is done through the following process: The algorithm computes the combined class pairs of the solution (test datum). After that, it removes these pairs from the set of remaining pairs. Finally, the fitness value of a solution is computed as the sum of the weights of the remaining pairs. That is, the objective value of a proposed test datum is the sum of the weights of the class pairs that are not covered after adding the test datum to the suite. This objective function must be minimized in order to take first the test datum covering the class pairs with higher weights. As the search progresses the computational cost of computing the fitness function is reduced, since less class pairs remain uncovered.

4.2 Prioritized Pairwise Combination

In this algorithm, the class pair with the highest weight from the set of uncovered class pairs is chosen for the new test case. We determine all candidate test cases containing this class pair and calculate the index values for these candidates. This index value includes the weights and the number of newly covered class pairs.

PPC then selects the test case with the highest assigned index value. This way, we can guarantee that the n first test cases cover the n more important class pairs. The generated test suite may be slightly larger than the result of the plain pairwise combination, as the suite does not grow by sorting. The generation process using sorting is deterministic, however its results differ from the PPC results.

4.3 Plain Pairwise Sorting

This algorithm first applies a plain pairwise algorithm (the one integrated in CTE XL professional tool), that computes a sequence of test cases covering all the class pairs. Then it sorts the test cases taking into account their absolute weight at first. Then, it applies as many discriminatory reorderings as test cases.

Note that this approach does not guarantee coverage of any n most important class pairs by the n first test cases. However, the generated test suite will have exactly the same size as the plain pairwise combination, as the suite does not grow by sorting. The generation process using sorting is deterministic, however its results differ from the PPC results.

4.4 Deterministic Density Algorithm

In the Deterministic Density Algorithm (DDA) one test datum is constructed at a time and new test data are generated until all t-tuples are covered. Each classification is assigned a class value one-at-a-time. A classification that has been assigned a class value is referred to as fixed; one that has not, as free. For each classification, the class value that covers the largest density is selected. Then, a density formula calculates the likelihood of covering future tuples. To modify DDA to account for prioritization, the density formula is modified. Instead of computing the ratio of uncovered pairs to be covered, the amount of weight to be covered is computed.

4.5 Binary Decision Diagrams Algorithm

Binary Decision Diagrams (BDD) are acyclic directed graphs used to represent propositional logical formulas. In [26] the authors introduced an approach based on the modeling of the combinatorial interaction test problem as a single propositional logic formula. They constructed the formula such that the set of satisfying interpretations of the formula corresponds to the set of valid test cases and such that a one-to-one relation between a satisfying interpretation of the formula and a valid test case of the CIT problem exists. The formula is the conjunction of a subformula representing the set of all test cases and a subformula representing the set of constraints. They have used this formula in a greedy algorithm, in the following BDD, to select test cases until the desired coverage criterion is fulfilled.

5. EXPERIMENTS

This section is aimed at describing the experiments performed on a benchmark of programs. First, we describe the experimental benchmark and then we analyze the results of the comparison among the algorithm presented in Section 4.

5.1 Experimental Benchmark

For a more detailed and systematic evaluation, we use the set of benchmarks proposed in [4]. The scenarios S1 – S8 are given in Table 1. The number of classes of each scenario are given in a shorthand notation, where for example S5 with 8^276^2 contains 2 classifications with 8 classes, 2 classifications with 7 classes, 2 classifications with 6 classes, and 4 classifications with 2 classes.

The given benchmark uses four different weight distributions applied to the eight scenarios. The distributions are:

- d1 (equal weights): All classes have the same weight
- d2 (50/50 split): Half of the weights for each classification are set to 0.9 the other half to 0.1
Table 2: Number of test cases needed for the GA, PPC, and PPS algorithms in eight scenarios and for four distributions. When significant differences exist between the GS and other algorithm we add an asterisk.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Coverage</th>
<th>d1</th>
<th>d2</th>
<th>d3</th>
<th>d4</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>25%</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>75%</td>
<td>6</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>90%</td>
<td>9</td>
<td>3</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>9.5</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>99%</td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>S2</td>
<td>25%</td>
<td>26</td>
<td>27</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>56</td>
<td>56</td>
<td>56</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>75%</td>
<td>56</td>
<td>56</td>
<td>56</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>90%</td>
<td>56</td>
<td>56</td>
<td>56</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>95%</td>
<td>56</td>
<td>56</td>
<td>56</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>99%</td>
<td>56</td>
<td>56</td>
<td>56</td>
<td>56</td>
</tr>
</tbody>
</table>

- d3 \((1/v_{max})^2\) split: All weights of classes for a classification are equal to \((1/v_{max})^2\), where \(v_{max}\) is the number of classes associated with the classification
- d4 (random): Weights are randomly distributed.

5.2 Experimental Analysis

In this section we analyze the behavior of the algorithms with the aim of highlighting the technique that works better. In a first subsection, we study our three algorithms, the GS, the PPC and the PPS algorithm. In this subsection we present an exhaustive comparison among our proposed algorithms. In a second subsection, we compare our best algorithm, the GS, with the other two algorithms: DDA and BDD.

5.2.1 Comparison between our algorithms

In this comparison we are evaluating our three algorithms (GS, PPC, and PPS) in order to analyze their behavior for the computation of minimal test suites when we use weight coverage as adequacy criterion. In general the GS performs better than the PPC and the PPS algorithm in most cases, nevertheless we want to highlight the weaknesses and strengths of each algorithm. The detailed results for all
the scenarios, distributions, and weight coverage are given in Table 2. We should take into account that the observations of the number of test cases needed to achieve the different values of coverage are taken in the same execution of the algorithm. We execute the GS 100 times for a particular scenario-distribution combination, then we have done 3,200 executions of the GS algorithm. In order to validate the experimental results we compared the 100 samples of the GS with the values of the deterministic algorithms using the Wilcoxon rank-sum test with 95% of statistical confidence. In Table 2 we marked with an asterisk (•) the values that are statistically different with respect to the GS’s value.

Let us first analyze the results obtained by distribution. If all the weights of the interactions are the same (d1), the GS performs better than the other algorithms. In particular, the GS is the best 22 times, while the PPC algorithm is the best 12 times, and the PPS algorithm only 7 times. Although the GS is the best algorithm, it is worse than the PPC algorithm when 99% of coverage is required. Besides, the PPS algorithm obtains its better results with this distribution. This behaviour was expected because solving the problem with d1 is the same as the pairwise combination problem without priorities as we commented in section 5.1. Particularly, the sorting in PPS is carried out after executing of a plain pairwise algorithm, which do not use the weight, since it only tries to cover as many class pairs as possible in each test datum. This is the reason why the PPS algorithm works well with the distribution d1.

In d2, when extreme values are used, GS obtains the best results. It is the best algorithm in 26 scenarios, while the PPC is the best in 11 and the PPS in 3. The GS performs quite well for all target weights and it is specially good with 95% of weight coverage, where it is the best in 6 out of 8 scenarios (with statistically significant differences in most of the cases).

In d3, the GS is slightly better than the PPC algorithm. The GS obtains the minimum number of test cases in 19 scenarios while the PPC algorithm is the best in 14. Thus, the GS and the PPC algorithm obtain similar results. When the target weight is 75%, the PPC algorithm is better in 5 out of the 8 scenarios, but when high coverage is required (90%) the GS is better in the same proportion (5 out of 8).

When random weights are used (distribution d4), the PCC and PPS algorithms obtain the worse results of all the distributions, whilst the GS behaves very well. The GS is the best in 24 scenarios, the PPC algorithm in 8 and the PPS only in 4. At the beginning of the search, when the target weights are less than 75%, the differences among the algorithms are not very large, but for weights larger than 75% the GS is much better than the others.

The GS is the best algorithm for all the studied distributions as we have commented in the previous paragraphs. However, if we analyze the results by considering each scenario independently, some weaknesses of the GS appear. Let us analyze the influence of the benchmark scenarios in the obtained results. In Table 3 we summarize the number of scenarios in which one algorithm is better than the others.

**Table 1: Scenarios and number of factors.**

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>#Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>3^4</td>
</tr>
<tr>
<td>S2</td>
<td>10^6</td>
</tr>
<tr>
<td>S3</td>
<td>3^100</td>
</tr>
<tr>
<td>S4</td>
<td>10^98.7^6.5^4.3^21</td>
</tr>
<tr>
<td>S5</td>
<td>8.7^6.2</td>
</tr>
<tr>
<td>S6</td>
<td>15^1.0^2.1</td>
</tr>
<tr>
<td>S7</td>
<td>3^20^20</td>
</tr>
<tr>
<td>S8</td>
<td>20^10^3^100</td>
</tr>
</tbody>
</table>

In S1, the GS is not the best in any combination distribution/scenario. In this small scenario, the PPS algorithm is the best (12 times), while the other algorithms cannot outperform PPS. Since it is a small scenario, there is no reason to use a prioritized test case generation, but at least these bad results should be taken into account as a disadvantage of the prioritized generation.

In S2, the PPC algorithm is the best. It is the best in 18 observations, the GS is the best in 8 and the PPS algorithm never outperforms the previous algorithms in this scenario. In d1, d2 and d3 distributions the GS is the best for 25% target weight, which means that the algorithm is able to combine high weight pairs in early test cases. For the rest of target weights, the PPC algorithm is the best.

In the other six scenarios we can observe that GS is usually the algorithm computing the best results. In particular, in s6 it is the best in 24 observations out of 28, while the PPC algorithm is the best only in 1 observation, and the PPS algorithm is never the best.

We also show in Table 4 the number of observations where there exists significant difference among the GS, the PPC and PPS algorithms. The number in front of a triangle up (▲) is the number of times that the results of GS are better than the ones of the other algorithms with statistically significant difference. The number in front of a triangle down (▽) is the number of times GS are worse with statistically significant difference. According to the results of Table 4, the GS is better than the other two algorithms in all the distributions. In the comparison between GS and PPC, the best distributions for the GS are d1 and d2 where the GS outperforms the PPC algorithm in 28 and 26 times, respectively. If we compare the GS and the PPS algorithm, the differences between the algorithms are even larger. In d2 and d4 the GS outperforms in 42 and 41 times, respectively. Thus, based on the statistical tests, we can state that the GS is clearly the best algorithm.

**Table 3: Number of times that one algorithm is better than the other two for each instance.**

<table>
<thead>
<tr>
<th>Scenario</th>
<th>GS</th>
<th>PPC</th>
<th>PPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>0</td>
<td>12</td>
<td>-</td>
</tr>
<tr>
<td>S2</td>
<td>8</td>
<td>18</td>
<td>0</td>
</tr>
<tr>
<td>S3</td>
<td>9</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>S4</td>
<td>14</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>S5</td>
<td>13</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>S6</td>
<td>24</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>S7</td>
<td>5</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>S8</td>
<td>19</td>
<td>6</td>
<td>-</td>
</tr>
</tbody>
</table>

**Table 4: Number of observations where there exists significant difference among the GS, the PPC and PPS algorithms.**

<table>
<thead>
<tr>
<th>Algorithm-Distribution</th>
<th>PPC</th>
<th>PPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>GS-d1</td>
<td>25▲</td>
<td>10▼</td>
</tr>
<tr>
<td>GS-d2</td>
<td>20▲</td>
<td>9  ▼</td>
</tr>
<tr>
<td>GS-d4</td>
<td>10▲</td>
<td>16▼</td>
</tr>
<tr>
<td>GS-d4</td>
<td>22▲</td>
<td>4   ▼</td>
</tr>
</tbody>
</table>

In conclusion, the GS obtains better test suite size for all
the distributions. There is not much difference among the distributions, thus the good performance of the GS does not depend on the distribution itself. According to the target weights, the GS is always the best except when the target weight is 75%. Under that circumstances the PPC algorithm and the GS obtain similar results. PPC is better in 12 observations while the GS is better in 11. Thus, we consider that GS is better in most target weights as well. Despite the optimization solver is the best in most cases, there are two scenarios, S1 and S2, where the GS is not the best. In the first one, S1 (the smallest), sorting is clearly the best option. In the second one, S2, GS is not the best but for the firsts weight coverage it obtains the best results. This behaviour is desirable when we are computing prioritized test data.

5.2.2 Comparison between Genetic Solver and other existing algorithms

In this section we compare the results of our evolutionary algorithm with the ones of other approaches found in the literature. We show in Table 5 the results of three approaches (GS, DDA and BDD), with eight scenarios, four distributions and three values of weight coverage 50%, 75% and 100%. We have chosen these values according to the information available on these approaches extracted from the literature.

<table>
<thead>
<tr>
<th>Table: Number of test cases needed for the GA, DDA, and BDD algorithms in eight scenarios and for four distributions.</th>
<th>Distribution</th>
<th>S1-d1</th>
<th>S2-d1</th>
<th>S3-d1</th>
<th>S4-d1</th>
<th>S5-d1</th>
<th>S6-d1</th>
<th>S7-d1</th>
<th>S8-d1</th>
</tr>
</thead>
<tbody>
<tr>
<td>GS</td>
<td>45</td>
<td>44</td>
<td>44</td>
<td>43</td>
<td>43</td>
<td>42</td>
<td>42</td>
<td>41</td>
<td>41</td>
</tr>
<tr>
<td>DDA</td>
<td>50</td>
<td>49</td>
<td>49</td>
<td>48</td>
<td>48</td>
<td>47</td>
<td>47</td>
<td>46</td>
<td>46</td>
</tr>
<tr>
<td>BDD</td>
<td>55</td>
<td>54</td>
<td>54</td>
<td>53</td>
<td>53</td>
<td>52</td>
<td>52</td>
<td>51</td>
<td>51</td>
</tr>
</tbody>
</table>

For 75% of weight coverage, the GS is the best again. Our algorithm is better than the other algorithms in 18 observations, while the DDA algorithm is the best in 5 observations and the BDD algorithm is the best in only one. For this value of weight coverage, the DDA and BDD algorithms achieved 5.98% and 28.63% more test cases, respectively. Once again the GS obtains better results than the DDA and BDD algorithms.

For total coverage, the GS is better than the other algorithms in 23 observations, the DDA in 2 and the BDD in 4. The difference between the GS and the others here is the largest one. This is a very interesting property of our GS algorithm, since it is not usual that an algorithm which is good for low/medium values of weight coverage is also good for total coverage. It is noteworthy that we do not configure the algorithm to obtain good test suite size for a particular value of coverage, but we just try to achieve all values of coverage with the minimum number of test data.

Regarding the different distributions, the GS maintains a good behaviour in all the distributions. The GS algorithm is the best in 10 observations with distributions d1 and d4. In addition, the GS is even better in the distributions d3 and d4, since it is the best in 16 observations. Besides, if we focus on the other algorithms, the differences appear. The d1 is clearly the best distribution for them. We should highlight that d1 (equal weights) is the distribution where the priority is not used, the same weight is used for all the classes.

In order to provide a high level of confidence to these results, we have performed statistical tests. The results are shown in Table 6. There are some differences among the algorithms; we again take as a reference the GS values. Despite the GS and the DDA are both statistically better in 7 times for the d1 distribution, in the rest of values of the table we can see that the GS is clearly the best algorithm. In the comparison between GS and DDA, the GS is significantly better in 49 observations while the DDA is only significantly better in 10 observations. In the comparison between GS and BDD, the GS is significantly better in 71 observations while the BDD is only significantly better in 9 observations. Thus, we can state again that the GS is the best overall algorithm for the prioritized pairwise combination problem.

<table>
<thead>
<tr>
<th>Table: Number of observations where there exists significant difference among the GS, the DDA, and the BDD algorithms.</th>
<th>Distribution</th>
<th>DDA</th>
<th>BDD</th>
</tr>
</thead>
<tbody>
<tr>
<td>GS-d1</td>
<td>11</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>GS-d2</td>
<td>10</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>GS-d3</td>
<td>11</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>GS-d4</td>
<td>11</td>
<td>12</td>
<td>12</td>
</tr>
</tbody>
</table>

6. CONCLUSIONS

In this paper we have studied the prioritized pairwise test data generation problem with the aim of analyzing the performance of several approaches. We have compared five different approaches, three of them proposed by the authors. Our three approaches have been successfully implemented in the classification tree editor, thus they could be integrated in a professional tool. The other two approaches have been extracted from the literature. A benchmark of eight scenarios and four weight distributions were used to execute all the algorithms. We have performed some experiments on
these 32 different scenario/distribution combinations and for different values of weight coverage, which makes our study meaningful.

One of our proposals is a genetic algorithm. To the best of our knowledge, it is the first time that an evolutionary algorithm is used to solve this problem. The genetic algorithm outperforms the other algorithms in most scenarios and distributions, it is the best choice when one has some time restrictions or the execution of a test case is quite costly.

After analyzing the results obtained by all the algorithms we can draw some advices about which technique should be used. If the results of a particular technique like PPS are good for equal weight distribution (d1) but are not good enough for the other distributions, then the technique is designed to be used without priorities. If one really needs some values of weight coverage for different scale scenarios and non-uniform distributions, the genetic solver is the best choice. But, if the GS does not achieve a satisfactory result for a particular configuration, one should use the PPC algorithm. Finally, if the test suites have already been computed, the PPS algorithm should be used in order to give a better ordering of the test cases.

Future work will verify these findings with larger scenarios and more distributions. We would like to deal with prioritized t-wise coverage that is an open and interesting field for research, besides, it could pose a real challenge for the community. In this way, we also want to advance in designing better evolutionary algorithms, who seems to be very effective for solving this kind of problems.
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