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Introduction

+ In Canonical and Standards (2006, 2007, 2011) versions of PSO, the calculation
of a new particle’s velocity (and hence the particle’s position) is influenced by just
two informant terms: the particle’s best previous location, and the best previous
location of any of its neighbors

o
o O O
¢

vith = x (vi + U0, 1] - (p§ — x}) + UT[0, 2] - (b} — 7)) (o © &

+ Mendes et all. 2004 proposed the Fully Informed PSO (FIPS): particle’s velocity
can be adjusted by any number of terms, since important information given by
other neighbors may be neglected through overemphasis of on the single best
neighbor.

vitt=x vi+ > U 0,p]- (P —x1)
JEN;

+ In FIPS, the neighborhood of informants is arranged
In structured topologies
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+ Again, important information may be neglected through overemphasis, in this
case, by structured sets of neighbors

\

+ Motivation: generalize the number of neighbors that inform patrticles, in order to
discover whether there exists a quasi-optimal number of informants for a
particular problem

Hypothesis:
certain numbers (sets) of informant neighbors may provide new
essential information about the search process, hence leading
the PSO to perform more accurately than existing versions

&
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+ Generalization of the number of informant terms from 1 to S (swarm size),
resulting S different versions of PSO, each one of them with neighborhoods
containing k informant particles (in FIPS-ALL, S=k)

S.K..1

+ Providing each k neighborhood with structured topologies is impracticable
(enormous number of graphs combinations)

+ We simply select k random (uniformly) neighbors in the swarm, for each particle
| and each time step t (topology independence analysis)

Nf={ni,..., npt | NG C S Y nn N onp #£ny £

&
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The quest for an optimal number of informants

+ Pseudocode of OIPS-k

for each k = {1..S}, a different Neighborhood generation with K informant neighbors
algorithm can be developed Ni={n,..., net | NT C S Vng,ny €N np #ny #i
t+ 0
pj = ¢/k

initialize(S%) /* Swarm S° with N particles */
while t < MAXIMUM,) do
for each particle i* of the swarm S* do
N} = generate_neighborhood(k, i, S*)

O X NP N

VfH — update_velocity(vi,x}, ¢, NJ) Full informed velocity calculation
Xf+1 = u.pda.te_pos.S-z'.ton(xi._ V§+1) \

: pf‘l‘l — u.pdate_local_best(pj , XT_I) 41 " . : "
10: end for Vi =X Vit Z U™ 10, ¢;] - (PJ - X;)
11: ¢t t+1 Py
12: end while

13: Output: b /*The best solution found*/

&
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Experimental setup

+ Evaluation of all possible versions of OIPS-k (with k={1..S} and S=30)

Implementation in C++ MALLBA Library [online available]

+ Experimental framework proposed in S.S. Real-parameter optimization CEC’2005
(problem dimension 30 continuous variables)

CEC’2005 Benchmark:

f Name Intervals fr

fl  Shifted Sphere [-100, 100]  -450 25 problem functions: unimodal,
2 Shifted Schwefel 1.2 [-100, 100]  -450 . .

f3  Shifted Rotated High Conditioned Elliptic [-100, 100] -450 multimodal, rotated, shifted, expanded,
f4 Shifted Schwefel’s Problem 1.2 with Noise -100, 100]  -450 i

i8] Schwefel’s Problem 2.6 -100, 100]  -310 hybrld composed

6 Shifted Rosenbroclk’s -100, 100] 300

7 Shifted Rotated Griewank's. Global Optimum Outside of Bounds [0, 600] -180

8 r:jh%ftccl Rota,t:r-:! .'f\.ukle}-'“:s with Optimum on Bounds -32, 32] -140 Problem D|men5|0n D: 30

9 Shifted Rastrigin's -5, 5] -330 . .

f10  Shifted Rotated Rastrigin’s -5, 5] -330 Fitness Evaluations FE: Dx10,000
f11  Shitted Rotated Weierstrass -0.5, 0.5] 90

f12  Schwefel’s Problem 2.13 -, 7] -460

13 Shitted Expanded Griewank’s plus Rosenbrock’s -3, 1] -130

fl4 Shifted Rotated Expanded Scaffer’s F6 -100, llCID] =300

f15  Hybrid Composition (f1-f2,£3-£4, {5-16,£7-18,£9-£10) -5, 5] 120

fl6 Rotated Version of Hybrid Composition f15 [-5. 5] 120 OIPS'k Pa rameters

f17 F16 with Noise in Fitness [-5. 5] 120

f18  Rot. Hybr. (:Iomp. [fl—t?.f‘._’»—f-l,f‘;fn—fﬁ.fT—fd.f‘;_J»—lel_] [-5, 5] 10 Swarm size S 30
f19 Rot. Hybr. Comp. Narrow Basin Global Optimum -5, 5] 10 . I ]
f20  Rot. Hybr. Comp. Global Optimum on Bounds -5, 5] 10 Acceleration coefficient w 4.1
22 Rot. Hvbr. Comp. High Condition Numhber Matrix [-5. 5] 360

f23  Non-Continuous Rotated Hybrid Composition [-5, 5] 360

f24  Rot. Hybr. Comp. (f1,f2,£3,f4 15 £6 {7 £8,19,f10) [-5. 5] 260

25 Rot. Hybr. Comp. Global Optimum Outside of Bounds [2, 5] 260
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Understanding the research

+ Experimental phase

+ 30 OIPS-k versions (k=1..30)

+ 25 Benchmark functions (CEC’2005)

+ 25 Independent runs

+ A total number of 18,750 (30x25x50) experiments
+ Statistical analysis (Friedman’s and Holm'’s tests)

+ For each problem function: the maximum, median, mean, and minimum error
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Understanding the research: Impact of the number of Informants

+ Observations and implications
+ OIPS-6, the most promising version of PSO (with k=6 informants)
+ The interval between 5 and 8 informants concentrates most of successful runs

+ A number of 8 informants is also appropriate.

— Combining 6 and 8 informants could be a OIPS’'s Best Performances Histogram
source of new competitive algorithms NN P il
? 14 -
+ There are sets of functions that share close = 45 L
curve shapes. 5 1of
o 81
In fact, biased functions to the same é i i
mm) OPtimum share similar curve shapes. z L0 r
¢Is it because an unknown feature of o Lo/l

CEC’2005 functions? 0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
Number of Informants (K)
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Understanding the research: Performance comparisons

+ The best OIPS-k (and its combinations) against FIPS-Usquare (the best one in Mendes
et al. 2004), FIPS-ALL, and Standard PSO 2007

Algorithm Best performance in Number of Statistical Ranking
9 functions (CEC’2005) functions (Friedman)
f1, f5, 7, f9, 118,
@ OIPS-HE{6.8) 19, 120, 122, f24, 25 10 238
f1, f2, 13, 16, 7,
@ OIPS-6 f19, 20, f24, {25 ? 286

A f1, f3, f6, f10, f12,
@ FIPS-Usquare £13, 15 16, f17 9 2.88

@ OIPS-U[6,8] f1, 114,121,123 4 3.26

FIPS-ALL f11 1 3.76
@ "o Standard PSO 2007 f8 1 5.66
(Two new combinations of OIPS-6 and OIPS-8: OIPS-HE{6,8} and OIPS-U[6,8]) &
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+ Computational effort

+ Mean running times in which all the versions of OIPS-k, as well as all other compared
algorithms, have found the best mean error for all the CEC’2005 functions

=+ The running time increases with the number of informants, although it seems to
stabilize from OIPS-15 to OIPS-30 (e. g. FIPS-ALL)

+ Almost all the compared algorithms Mean Times for Each Function (CEC 2005)
requited similar running times: from BO—T—T T 1T T 1 717 7T 1] ;J}u
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Understanding the research

+ Influence of the swarm size

+ Additional configurations of swarm size:
10, 30, 50, and 100

+ Best performance for neighborhoods
with k between 6 and 9 informants

Median Error Values

Impact of the number of informants

Performance comparisons

Computational effort

Influence of the swarm size and problem dimension
Further analysis: Evolvavility
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+ Influence of the problem dimension

+ Additional experiments in the scope of
CEC’2008 and CEC’2010

+ OIPS-6 obtained the best performance for
the studied Shifted Ackley’s function
f6 in CEC’2008 (f10 in CEC’2010). Similar
curve shapes to CEC’2005 functions
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+ Fitness clouds: comparing OIPS-6, OPIS-2 (Standard), and OIPS-15
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Conclusions and future work

+ We have proposed a new version of Informed PSO, called OIPS-k with the
possibility of managing any neighborhood size k, from 1 informant to all of
them in the swarm (FIPS-ALL)

+ After the experimentation we conclude:

+ A number of 6 informants makes the algorithm to perform with high success
+ Performance comparisons against other techniques lead us to propose our OIPS-k
+ The interval between 5 and 10 informants concentrates most of the successful runs

+ CEC’2005 functions biased to the same optimum share similar curve shapes of
OIPS-k’s performances

+ The highest the number of informants, the longer the running time

+ Similar behavior observed in our experiments independently of the swarm size and
the problem dimension @
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Conclusions and future work

+ Future work:

+ Investigating other elemental features of the PSO
+ Applying new concepts of the Standard PSO 2011 to informed versions
+ Analytical investigations on the success of 6-8 informants

+ EXxperimentation with other current benchmarks (CEC’2008, BBOB, CEC’2010, ...)

&
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